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Introduction and Significance Katerina

Artificial Intelligence Enhanced 
Medical Imaging

● Data from sensors
● Different types of networks
● Focus on different aspects 

of the medical imaging
● Reduces patient-physician 

interaction
● Standardized
● Reduces radiation exposure

Existing Medical Image 
Workflow

● Requires physician 
assistance 

● Involves patient positioning, 
Image Taking, and Data 
Interpretation

Issues of Current ML Models

● Limited datashets
↳ Models cannot be trained 
and tested properly

● Existing models specialize 
in certain topics

Machine 
Learning (ML) 

Models in 
COVID-19 

 





Rationale Megha

● It is important to streamline the workflow required to treat and diagnose COVID-19 to 
minimize threats that frontline healthcare workers are facing

● Choosing the highest preform networks will enable standardization of the methodology
○ Consider a diverse set of data

● Robust and accurate dataset will facilitate the workflow between network-practitioner 
relationships



Specific Aim 1 Shayna

● Develop a robust and diverse dataset
● A robust dataset: large, variable in data

○ will allow for more accurate model predictions
● A diverse dataset: disease severity and demographics 

○ ensure that all patients are able to be examined by 
networks, regardless of their identity.



Specific Aim 2 Abhijit 

● Develop an ensemble model that is generalized and scalable

● Takes pre-existing models and applies standardization of inputs and 
outputs, plus a final neural network layer

● Should scale as additional models are introduced
● Should perform well on a range of input characteristics



Experimental Design (Aim 1) Shayna

1. Develop an online platform to host image submissions
2. Invite owners of existing datasets to submit unprocessed data

a. Work directly with public and private hospitals
3. Develop a method to pre-process all images 

a. by adjusting size and pixels to account for brightness, 
coloring, and clarity

4. Online platform will host two collections: raw and pre-processed



Experimental Design (Aim 1) Shayna

1. Plan to be transparent about the source and representation of our 
dataset(s)

2. Will include statistics regarding demographics of our dataset 
3. Will dedicate resources to ensuring the diversity of our dataset
4. Recognize need for compliance with HIPAA and privacy laws

a. Will allocate funds for a legal advisor to develop a lawful way to 
gather demographic statistics, however possible



Experimental Design (Aim 1) Shayna

Expected aggregation method: a combination of research institutions and hospitals 
will submit data to an online database that is then preprocessed and made publicly 

available online in two forms: raw and pre-processed.



Experimental Design (Aim 2) Abhijit

● Two aggregated datasets, independent 
of Aim 1

● Preprocessing as per specific model 
requirements

● Post-processing for standardization
● Feeds into qualitative, quantitative 

stackers



Potential Pitfalls Megha

Aim One: Data-driven 

● Quality of data inputted in order to 

have an accurately trained system.
○ Randomized testing

● CT and X-ray scans
○ Reporting ratios

Aim Two: Ensemble model

● Splitting data appropriately for 

testing and training 

● Weaker models will get drowned out 

by more robust models
○ Criteria for each model included in 

the ensemble
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